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rrect answer from the foll
1x6=6

1. Choose the co
alternatives -
(a) In case of random sam

population,

ple from Cauchy

mean is consistent

(i) sample
of population mean

estimator
median  is consistent

(i) sample
of population mean

estimator
(iii) Both (I and (if)
(iv) Neither (i) nor (ii)
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(b)

(¢

(d)

(e)
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or

() None of the ahg
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The Powe

T
d?ﬁne(l i of g Criticg] region is
(1) P{rejectin
(), Bieiuiehs
(iii) Pfaccept

(iv) None of the
If Ty ang n
Unbiaseq e 1 are
0 Ty>q
@ T <
(i) T, =7
(iv) None of the
aboye

Ma)(irn

um like);
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by aufﬁment statist;lc functions  of
Sympto; 5

cal]

(i f“) Both ang Z__)m"nal and efficient
)

(i) Consistent

( Continued

(3)

If L, and L, are the likelihood functions
of a sample from 2 population with
p.d.f. f(x9 under H, and under H,
respectively, then the likelihood ratio is

calculated as

) A=t
Lo
() n=20
Ll
@) Lo
Ll
R0
LO

2. Answer the following questions in brief :

(@)

(b)

()

24P/ 1225

2x7=14

Show that in estimating the mean of a
normal population N {, 02), the sample

mean is more efficient estimator than
the sample median and determine the
efficiency of sample mean.

Write a note on Bayes estimator.

State the properties of likelihood ratio
test.
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(")

d) W

(d) hat Brc the two aspects of a general
sequential procedure?

e

‘U/Compare the method of minimum

chi-square 'with maximum i
estimation. maximum likelihood

i What do
you und
region? erstand by best critical

Define o <
Perating ch Y
of a test. § characteristic function

3. ate the Cramer-Rao ine

MVE estimator.
random  sample

quality
Letfox Srning a;d define
Rt

drawn  fy, i 2
. om
zcl)pulatlon N, 62), where 62 is knowrx:o;r.nal
the Cramer—Rao lower bound for |, g
e MVB estimator of . fig o find

2+2+4+2=10

OR

o :
(@) -I;'é‘n 1S a consistent estimator of 4
/ l'f n) is a continuous functig, - pact
e.n prove that f(T,) is a cff On
estimator of f6,) Chisistent

(b) Give the statement of factoriza
theorem. Let ey
theorem. Let X,, Xy, .-, Xn be a rando
; P s from a normal PC’Pulatic]frl
(4, 0%). Find the sufficient statistic fon
variance when p is known. )
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(@)

(b)

(@)

(b)
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Write a property of method of moments.
In a random sampling from a normal
population N (4, 52), find the method of
moments estimators of the mean p and
variance o 1+4=5
Or

A random sample of size n is drawn
from an exponential distribution

LAy

flx)=yoe ©°; B<x<eo, 6>0

Find the maximum likelihood

estimators of f and o. 5

Prove that the power of a best critical
region for testing a simple hypothesis
against a simple alternative is never less

than its size. 5

Or

Let p be the probability that a coin will
fall head in a single toss in order to test

Hy: p=—12— against H, : p=%—. The coin is
tossed 5 times and Hj, is rejected if

more than 3 heads are obtained. Find
the probability of type-I error and power

of the test. 5
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7. (9)

(b)

Variance,
5
OR
8. A rando
M variab].
e 2 € X h
a:tns’b;gl;n Detwian Oas the rectangular
L for testing gy and 6. Obtain
iy 0= Oy, where g 5y 10°9=0 against
SN functiong 1 15° find the OC
5+5=10"
9. Derive N
€yman-p
p ; ears
Or testing g hypothe:;; likelihood ratio test
5
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(6)

Let the rand i
om variables X, X,, ..., X,

are ii. i

= tlelstti.txglﬂl the common p.d.f. f(x, 6).

I € null hypothesis . -
gainst the R 2

H :0=9 alternative hypothesis

Obt.a\in SPRT for .

sting H,:0=60,
15 _where 8 is the mean
Stribution with known

( Continued )

1 dEVEIO‘p an SPRT . 5
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(7))

( Old Course )

Full Marks : 50
Pass Marks : 20

Time : 2 hours

1. Choose the correct answer from the following
alternatives : 1x6=6

(a) In case of random sample from Cauchy
population,
() sample mean is  consistent
estimator of population mean

(ii) sample median is consistent

estimator of population mean
(iii) Both (i) and (ii)
(iv) Neither (i) nor (ii)

(b) If the estimator T,, converges to y(6) in
probability, then the estimator T, is

said to be
(i) consistent estimator

(i) efficient estimator
(iii) sufficient estimator

(iv) None of the above
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(c)

(d)

(e)
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( 8)

The Power ¢

defined ag f a critical region is

5 rlim'[_]m .

: tim variance
(0 To>1, ators, then

(ll) TO < ‘11

M.ax_im1.1m likelihg
(i) consistent
sufficient Statisticg
(ii) asymptotically y,
(i) Both (i) and g o
(i) Neither (i) nor (ti)

IfL; and L, are the likelil,

of a sample from g oo ! Nction,
p.d.f. f(x 6) under #s al;ulation S
respectively, then the likeli;llo Unde, H

calculated as od rati, i;
AR
Lo

( Continye,

Fa—— ]

(9)
(i) Aol
Ll
(i) 1ol
L
(I_U) Ll +L0
Lo

2. Answer the following questions in brief :

(@)

(b)

(c)

(@)

(e)
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2x7=14

Show that in estimating the mean of a
normal population N(u, 02), the sample
mean is Imore efﬁcient.estimator than
the sample median and determine the
efficiency of sample mean.

Let x;, Xg, ---s Xn be a random sample of
n observations from a population having
pdf f(6), 6€S, where S is the
parametric space. Define the Bayes
estimator of 6.

State the properties of likelihood ratio
test.

What are the two aspects of a general
sequential procedure?

Compare the method of minimum
chi-square with maximum likelihood
estimation.
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( 10 ) | ( 11)
m What dQ 0 e Or
S you understand by best critical
n:
(b)) A random sample of size n is drawn
(9) Define operating ChATateristic function from an exponential distribution
of a test. _xB
fx)=ype °; B<x<e, 6>0
State the Cramer-Rag ; ) Find the maximum likelihood
MVB estim Inequality and define
ator. let x X estimators of f and o. 5
random  sam 1 1> 49,..., X, be a
pPopulation N [: e2 drawn  from normal
the Cramer-Rq 01 isre ot s known. Find 6. (a) Prove that the power of a best critical
-Rao : : ] :
the MVB estimatz:v :‘Z bound for . Also find region for .testmg a sn'r%ple' hypothesis
g 2+2+4+2=10 against a simple alternative 1s never less
OR than its size. Sk
(@ YT, is a cons;
sist ; Or
f®,) is a .:ont;::;c sstimator of 6,, and 2 e
then prove that f(();s functlon of 6, (b) Let p be t.he pr-obablhty 1'jhat a coin
estimator of (g ; n) iS\a consistent fall headlm a single toss 1n3 order to test
Al):
H. : p=~— against H, : p=—. The coin is
(b) Give the stat b o:P 5 14 1: P 2
theorem. Let X, x ;’{f factorization tossed 5 times and Hy is rejected if
sample from & porgry -2 Fandom more than 3 heads are obtained. Find
f i, 62). Find the Sufficient Population the probability of type-I error and power
variance when i is knows Statistic for of the test. 5
(a) Write a property of method of L 7. (a) Let the random variables X;, Xo, ..., Xp
e ondon sampling from 4 ents, are iid. with the common p.d.f. f(x, 6).
population Ny, 67), find the meth::in 3 To test the null hypothesis Hp:6=0g
moments estimators of the mean a:f against the alternative hypothesis
variance ¢ 2. 1‘1 H, :6=60,, develop an SPRT. S
+q.
24P/1225 . i
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( 12 )

(b) Obtain SPRT for testing H,:0=60,
against H, :0 = 8,, where 0 is the mean
of a normal distribution with known

variance, S
OR
8. A random variable X has the rectangular
distribution between 0 and 0. Obtain an
SPRT for testing H, :9:90 against
H,:8=6,, where ¢, <8;. Also find the OC
and ASN functions, 5+5=10
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