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1. Answer any three from the following : 5x3=15

(a) Prove that a ring i? is a commutative
ring with unity if and only if the
corresponding polynomial ring i?[x] is
commutative with unity.

(b) If F is a field, then prove that the
polynomial ring F[x:] is not a field.
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(c) Write about irreducibilily ^
polynomial. Test the irreducibility of the
following polynomials : 1+2+2-

=  -20x^ +10x+20>
over Q

W /W=21x3 _3^2 +2x+9, over Z2

() principal ideal domain and prove
in a principal ideal domaii^> ^

e ement is an irreducible iff it is prime,

5x3';i5i2- three of the fouowing:

factorization doma^^
ttnique fact1  factorization domain.

°f Gaussian int®g

Pla P'^e such that
Sat"";wfa^ then pf
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(d) Prove that eveiy Euclidian domain is a
principal ideal domain.

3. Answer any three of the following : 6x3=18

(a)

(b)

(c)

Let V be a finite dimensional vector
space over the field F. If a is any vector
in V, the function of V* defined by

Laif) ̂  /(«)' then prove that
is a linear functional and the mapping
a  La is an isomorphism ofV onto V"**.

Determine the eigenvalues and the
corresponding eigenspaces for the
matrix

A =

1 0 0'

O i l

0 1 1

Show that similsur matrices have the
same minimal polynomial. Also, find the
minimal pol3niomial for the real matrix

5 -6 -6"

-1 4 2

3 -6 -4
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(d) Let V be a finite dimensional vector
space over the field F and W be a

subspace of V. Then prove that

dim W+dim W® = dim V

(a) Ut ^ operator
defined by

x "2 -5' X

.y

1

(N
1

_y

■he » "he h»» "

-9 4 4

-834
.""18 8 7

Prove that T
diagonalizable.

Then find all the r-invariant subspace of ^

(bj

( 5 )

Or

If T is a linear operator on a vector space
V and W is any subspace of V, then
prove that T(W) is a subspace of V. Also
show that W is invariant under T iff
T{W)qW.

5. (a) If V is inner product space, then for any
vectors a, P g V and any scalar c, prove
that—

(i) |ial|>0 for a

(ii) ||cal|=lcl l|a|l

(Ui) |(a|P)|<||a|| ||p||

Apply Gram-Schmidt process to the
vectors Pi=(;0, 1), ^^={[,0,-11

to obtain an orthonormal
basis for V3(i?) with the standard inner
product.

(c) Let W be any subspace of a finite
dimensional inner product space V and
let E be the orthogonal projection of V
on W. Prove that V = W+W-^, where W-*-
is the null space of B.
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If
Or

any Hmte

space Vand iffii® ^
prove that vector in V, then

m

Sl(Rai)l2s||p||2

6- (a) Define orthogonal , ̂
orthogonal unit, ^ ^
distanoo 1 eetors, then write the
Orthogonal uSw P are
distance betw

S

een^Sm.'

^^^swer anv ♦*»y ««« of the fouowing ; 4^2=
Let T be a i,defined by ^ operator on R^f
Find the
P™duct is sta^^' ^

^^nard one.(ii) F be a fini
product dimensional inner

orthonormal K ^ ordered
^  for V, Let T be-A = [a,...l "P®rator on V.be tu . #. i-^trespect to matrix of t ̂ ^h
prove that cl,
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(Ui) Let S = {cti, CC2,Let a'-ni'
orthogonal set of non-zero vectors
in an inner product space V. If a
vector p in V is in the linear span of
S, then show that

}  be an

m

P=Sfc=i llafcll-
«fc

★ ★ ★
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