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1. Answer any three from the following : 5x3=15

(a) Prove that a ring R is a commutative
ring with unity if and only if the
corresponding polynomial ring R[x] is
commutative with unity.

(b) If F is a field, then prove that the
polynomial ring F[x] is not a field.
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(3)

(2)
© Wi . (d) Prove that every Euclidian domain is a
nte .about irreducibility of 2 principal ideal domain.
polynomial. Test the irreducibility of the
following polynomials : 142427

) fi=3x5 . . 20 3. Answer any three of the following : 6x3=18
=3x" +15x" -20x~ +10x +<Y
over @ a) Let V be a finite dimensional vector

(@)
space over the field F. If a is any vector
in V, the function L, of V* defined by
Ly(f) = f@), Vf € V", then prove that L,
.. o an is a linear functional and the mapping
ment i airfn‘:lpal . ideél 'dc.>ma1.n, . | o — L, is an isomorphism of V onto V.
Irreducible iff it is prime- 1+ 4,5 ’

() Flg =213 -3x2 +2x +9, over Zy

(d

Define principal ideal domain and prove
that in g

ele

(b) Determine the eigenvalues and the
15

2. Answer _ Z corresponding  eigenspaces for the
: " o0 three of the following : 5<3 matrix '
(a R 100
) :?J?g; Unique  factorization dofga’; o A=lo 1 1
. T 1 :
unique fae gz:‘;fonﬂ';lat every 56 1*4’5);5 011
. omain
() Prove that the . . ioregef () Show that similar matrices have the
VAU RS {a+ib| ebl‘lng of Gaussian 1’; giah same minimal polynomial. Also, find the
Omain_ %be Z} is Euct minimal polynomial for the real matrix
© 5 -6 -6
c
;-let f(x)=anxn +q xn—1+...+ao € Z[)C] -; : i
fI there ig a Prir:l;l o that p‘aﬂ, -
Pla,_, ... suc ove
"1 Plag ang p2)g., then PP Turn O
that f(x) is ierodu p~lao; ° » P23/762 ( Turn Over )
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(4)

(d) Let V be a finite dimensional vector

4, (a)

(b)

Space over the field F and W be 2
subspace of V. Then prove that

dim W +dim W° = dim V

Let T- R? — R2
defined by

L 2L

5 T
be a linear operat?

Then find ) the T-invarjant subspac® ;

R?(R),

Let The aline
‘Cpresenteq ;

the matrix

ar operator on R> Wh?ch
0 the standard bas?®

-.9 4 4
g8 '8 4
=16 8 7

Prove )
Pl diagonalizable-

is

by

ﬁﬂ”gd

)

(b)

(c)
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If T'is a linear operator on a vector space
V and W is any subspace of V, then
prove that T(W) is a subspace of V. Also
show that W is invariant under T iff

nw)c w.

If V is inner product space, then for any
vectors o, B€ V and any scalar ¢, prove
that—

() |lef]|>0 for o #0
(@ lleall=le| [lex]
(i) | |B) I=]lex ]| 1B

Apply Gram-Schmidt process to the
vectors B =0, 1), By =(L O, -1),
Pz =(0,3,4) to obtain an orthonormal
basis for V3(R) with the standard inner
product.

Let W be any subspace of a finite
dimensional inner product space V and
let E be the orthogonal projection of V
on W. Prove that V = W + W, where W+
is the null space of E.
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(7))

‘ ' -, 0y} be an
b S={0y, &2, =*» Om
i (i) Let ogonal s,et of non-zero veci?r:
Or i man V is in the linear span o
= {al: d’2’ R am} is any ﬁnite' lj"y:' A vector B lsrll'low that
orthonorma] Set in an inner product .. S, then
SPace V and if § ig any vector in V, then |
Prove that -

p=§ B,

: 2
| et el
: gi‘@ o)|” <|1p)| J' Cdok ok
6- (@) Define Orthogonal set. 1t & and pare |
Ol.'thogonal unit Vectors, then write the :f
distance een

|
(b)  Answer any fyo

i
4,

8 |
©°f the following : 4%2°8 |

|
. [
2
€ar operator on R ’
" defi .

. ed bd 6y = (x+2y, x-y-
adjoint 7+ inner
Product jg Standarg ’onli the inn

j

i) Let _
® o ;’ be 5 te dimensional inner
5 {‘;‘* SPace  and et
| orthor:;aa, 2%} be an ordered
a lin basig for v. Let T pe

=[a;], . PeTator on V. e
A= [aii]nxn be the matrix Of T with
respect tq Ordereq pasis B, then
prove tha.t q‘j g(mj, ai)‘ .




