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The figures in the margin indicate full marks
for the questions

m the following

e the correct answer fro
1x5=5

1. Choos
alternatives :
(a) Set of st
(i) pa.rameter
(it) sample space
(iii) state space
None of the above

ates is called

(iv)
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(b)

{c)

(@)

(e)
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(2)

Higher transition probabilities can be
computed by

(i) spectral decomposition method
(ii) Chapma.n-Kolmogorov equation
(iti) generating function method
(v) All of the above

Which of “the following statements is
not correct?

() An absorbing state is recurrent.
(i) An ergodic state is recurrent.
(tii) Recurrent state is periodic.

(iv) An absorbing state is aperiodic.

The interval between two Successive

oOccurrences of 4 Poisson Process
{N(t), t>0} has a/an

(i) negative €Xponential distribution
(i) Poisson distribution

(iii) gamma distribution

(iv) €Xponentia] distribution

M/M/1: model follows
(1) geometric distribution
(i) €Xponential distribution
(i) Poisson distribution

(iv) negative €Xponentia] distribution

( Continued )



(3)

'2 Answer the following questions in brief :
2x5=10

(@) Give some _examples of continuous-
time discrete state space stochastic

process.

() Distinguish petween irreducible and
reducible Markov chains.

(c) Define transient and persistent states.

(d) State the characteristics of Yule-Furry
process:

(e) What is the rationale behind the study
of steady-state behaviour?

3. (a) Define bivariate probability generating
function- write the properties of

i obability generating function.

i Bernoulli trials

i robability of success P- Suppose
the number of failures
he first success and Y
e number of failures
the first success and

following
preced' g the second success. The
gives the number of

s preceding the second success.

failure
show t p.gf of X+Y is
2
P .
P(S: S} = (_,__._.—-—1 ‘sq) Lot gty
( Turn Over )
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(4)

Or

(b) Define  stochastic process ar}d
write  down. its significance in
Statistics.  Consider the process
X(t)=Acosu)t+Bsin(nt, where A and B
are uncorrelated r.v.’s each with
mean 0 and variance 1, and o is
a positive constant. Is the process

Covariance stationary? 1+2+4=7 |
4. Answer any two questions from the
following :

7x2=14

(@) Consider a Markov ¢
with states 0 and 1

X

“n

0 1

x 0[ 1-(1—c)p (l-c)p
n-1, I-A0-p (1-¢ p+ef

O<p<L0$csl
With initia] distribution

P{Xy, =1 =P =1-P{X, =0}
Show that

hain {Xn, n20}
having t.p.m.

corr{Xn_k’Xn} =C¥ foro < c<l1
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(5)

(b) Compute the stationary distribution of
Markov chain {Xn, n=1} with states
s={0,12} and t.p.m.

0]

O wiv

P=

o wiv =

wiy [
=
R

(c) Show that the states of an irreducible
Markov chain (finite or infinite) are
of same typPé j.e., either transient or
persistent. Let {Xno 1t >0} be a Markov
chain having states s={,23 4} and

(1 2
1 3 o O]
jr 0 0 0
P= 1
12- 0 3 0
1 1
o 0§ 7]

(d) State the ergodic theorerm of Markov
Consider 2 three-state Markov

chain With S5~ (,2,3) and initial
distributiont ng =07 0-2, 0-1 and
t.p-m- .

0.1 0-5 0-4 '
p=|0-6 0-2 02
0.3 0-4 03
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5. (a)

(b)

22P/19

(6)

Compute
() P(X; =3)

() P(X3=1/x, =9

(i) P(Xy=1,x, =0 X, =3)

N and Nit+5) i {E{;}E

Or

Derive the Probability distribution of
Yule-Furry Process.

7
What do You understangd by a queuep
Give some important applicationg
of queuing theory., Queue g a
Management of congestions. Justify it
1+3+3=7

( Continued )



(7)

Or

(b) In the cas€ of (M/M/1):(N/FCFS)
queuing model, derive the steady-state
probability distribution and obtain the

expressions for—
(i) expected sumber of customers in
the system; :

(ii) expected aumber of customers in
the queue. 5+2=7

* kK
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